**Title**

Bringing preference into precision psychiatry: A forced-choice measure of preferences for symptom change in depression.

**Description**

The question how to efficiently assign patients to the optimal treatments, lies at the heart of much medical research. In psychiatry, approaches fall on opposite ends of a decision-making continuum from clinician-led to patient-led (Kon, 2010): On one end, ‘precision psychiatry’ has been seeking aetiological factors to create better algorithms for assigning patients to treatments - While precision psychiatry sets its scope from physiology to demography (Fernandes et al., 2017), it seems intended largely without consideration of what a particular patient ‘wants’ or ‘prefers’. On the other side, a canopy of tools has been developed to measure and accommodate patients’ preferences (Swift et al., 2018), but such approaches have remained largely agnostic to symptomatology and aetiology. However, in mood disorders, preference and symptom are intricately interwoven (Sheppes et al., 2015; Vanderlind et al., 2021) - thus, for many patients, true precision psychiatry will happen right in between. But, to find out, we need the right tools: The goal of this study is to contribute towards bridging the gap between aetiology and preference by validating a new tool which assesses patients’ preference for symptom change - that is, to identify which symptoms they would like to see changed most urgently.

In meta-analysis, accommodation of patient preference improves psychotherapeutic outcomes (d = 0.29; Swift et al., 2018). However, so far preference research has remained largely separate from the precision-psychiatric paradigm. In line with Swift et al. (2018), preferences have often been defined as ‘the specific conditions and activities that clients want in their treatment experience”, which may include preferences for specific treatment modalities and attributes (e.g., Lokkerbol et al., 2018; Sandell et al., 2011), or activities during treatment (Cooper et al., 2020; Cooper & Norcross, 2016). In this vein, preference is largely considered an individual difference without clear aetiological origins or implications - thus, preference may seem relevant to day-to-day decision-making, but not to a precision-psychiatry framework.

However, recent evidence indicate that precision psychiatry still requires an understanding of patients’ preferences - albeit preference of a slightly different nature. What a patient prefers or not can often be linked to the aetiology and symptomatology of their disorder. Conceptually, emotion regulation is a motivated process (Tamir, 2016, 2020) - that is, I may change my emotion regulation strategies in line with the perceived value of emotional states (and their utilitarian consequences). Athletes who believe anxiety helps their performance report up-regulating their anxiety before a competition (Lane et al., 2011), and negotiators who think anger helps them to assert themselves seek out more anger-inducing stimulus material before a confrontation (Tamir & Ford, 2012).

Importantly, emotion preferences are implicated in depressive (Vanderlind et al., 2019) and anxiety-related (Vanderlind et al., 2022) symptomatology. Depressed participants are more likely to seek out low-mood inducing stimuli (Millgram et al., 2015) and are more likely to consider low-mood inducing activities such as rumination as useful (Watkins & Baracaia, 2001). Similarly, participants with low self-esteem are less likely to repair induced negative mood states (Wood et al., 2008). A longitudinal study (Millgram et al., 2018) found that reduced preference for happiness predicted an increase in depressive symptoms in college students 6 months later. In conclusion, preference for emotion and depressive symptoms overlap - indeed, emotion preference may be implicated in the aetiology of mood disorders (Vanderlind et al., 2021). Thus, a precision psychiatric account of mood disorders will have to account for variability in how participants value their own emotions, and hence, their emotion-related symptoms.

In this study, we aim to provide a tool that can link symptom and preference, by asking participants which of their symptoms they would like to alleviate the most.Based on a broad battery of depression symptoms (Fried & Nesse, 2015), we propose a forced-choice measure of symptom preference. Our proposed tool generates an individualised ranking of symptoms for patients, which may in the future allow practitioners to prioritise symptoms. In contrast to Likert scales, pairwise forced decision tasks ask participants to select between two options on the basis of some prompt. In this study, we use the prompt “If you could make one of these two problems go away, which would you pick?” to determine the symptoms that individuals with depression would most like to be rid of. Starting from a list of 52 symptoms taken largely from Fried & Nesse, participants selected those that had impacted them in the previous 6 months, then we asked them to rate the frequency, severity, and impact of each of those symptoms on 6 level likert scales. We then collected pairwise forced-choice comparisons of all of the endorsed symptoms.

Forced-choice methods are common in marketing, and have been successfully used in patient preference research in the past. Notably, Lokkerbol et al. (2018), have investigated depressed patients’ preferences for treatment modalities represented by vignettes - finding, e.g., that participants generally preferred face-to-face therapies over online formats, as well as shorter over longer waittimes. The advantage of forced-choice is twofold. First, forced-choice methods limit ceiling and floor-effects (e.g., Meade et al., 2004). This may be particularly useful for indecisive patients who consider most symptoms as either very pressing, or not pressing at all - Hence, exactly the group where a formalised preference-assessment tool would be most needed. Second, forced-choice measures provide an easily interpretable ‘priority list’ which can effectively guide clinician’s decisions, or form the basis of further shared discussion.

**Hypotheses and Goals:**

For now, our main goal is to provide some preliminary evidence of the reliability and validity of the tool. First, we would like to establish the internal consistency (H1.1) and test-retest reliability of our tool (H1.2). Second, we aim to provide evidence for the validity of our approach. We aim to show that participants’ response process during the forced-choice task is consistent with accessing, and then comparing, the preference for change assigned to each item. We assume that it is harder for participants to decide between more similarly ranked items. In line with the well-established finding that harder decisions require longer processing times (Hick, 1952, Hyman, 1953, Hu et al., 2022), we seek to test whether smaller rank differences produce longer reaction times on the forced-choice task (H2.1)

Another aspect of validity is convergent validity: The concept of ‘preference for symptom change’ rests on the assumption that preference to change a symptom is not the same as (but related to) the severity, frequency and impact that symptom has on daily life (H2.2). A third key question is whether there is sufficient variability in preference (H3): If all patients have the same preferences for symptom change, measuring preference in practice may not be worthwhile. Finally, we seek to explore some implications of our data for precision psychiatry: notably, what gives rise to preference for change - are symptom frequency, severity or impact more important (H4)? Are there clusters of patients with similar preferences (H5)? If so, which characteristics are associated with those clusters? Are there groups of patients that are particularly indecisive, such that formalised assessment of preference with a forced-choice task is most useful (H6)?

*H1*: The forced-choice method is reliable. Operationalised as:

* H1.1: Participants’ responses on the forced-choice task will differ significantly from responses that would be obtained under random responding.
  + 1.1a) The number of wins in core items reflect non-random responses across participants
  + 1.1b) We plan to measure the proportion of transitively consistent preferences, a proportion over 70% would be acceptable
  + 1.1c) We plan to measure the proportion of participants whose entropic profile is significantly different from that obtained under random responding, a proportion of over 70% would be acceptable
* H1.2: Participants’ responses on the forced choice task will correlate across time points
  + 1.2.a) The number of wins in core items will correlate across time points
  + 1.2.b) The Aitchison distance between participants’ responses in the first and second wave will be smaller than expected under random responding.

*H2*: The forced-choice method has convergent validity. Operationalised as:

* H2.1: Within waves, larger rank differences incur smaller decision times during forced-choice
* H2.2: Within waves, agreement with Likert-items is positively associated with scores on the forced choice questionnaire.
  + H2.2.a) Likert items will be positively associated with preferences when correlating Likert-items with the number of wins/item ranks of core items.
  + H2.2.b) Within core-items, Likert items are positively associated with preferences in a Bradley-Terry model, individually predicting the relationship between agreement on a given item and the ability/preference for that item.
  + H2.2.c) The difference in Likert-item agreement of any two items is associated with the rank difference of those items.

*H3*: There will be meaningful variation in participants’ preference profiles.

*H4:* (Exploratory) Frequency, severity, and impact will differ in the extent to which they predict preference.

*H5*: (Exploratory) Participants’ preference profiles will form clusters, and cluster-membership will be predicted by demographic characteristics and depression.

*H6*: (Exploratory) Participants’ decisiveness (operationalised via the amount of entropy in participants’ preference profile) will correlate with demographic characteristics and depression.

# Design plan

**Study design**

Our proposed analysis uses pre-collected data from longitudinal two-wave design, with data-collection taking place 3 days apart in 2021. On each measurement occasion exactly the same materials and procedure was used. The data was purely observational, there was no active manipulation.

# Sampling Plan

**Explanation of existing data**

To avoid bias, we have limited researchers’ access to the full data prior to pre-registration. While all authors had access to the full data, we took efforts to not engage with the data. So far, we only: (a) plotted histograms of raw wins in the forced choice task, as well as missingness statistics to determine data quality, and (b) conducted several pilot analyses on a subset of randomly chosen 20 participants.

After formulating our main hypotheses, we chose to try them out on the data prior to pre-registration - primarily to gauge the feasibility of our analysis plan. In particular, the forced choice task produces ipsative data, for which many traditional analysis methods are unsuitable. This meant that we had to pivot from some standard analyses (e.g., Cronbach’s alpha) to more suitable, but less familiar alternatives (e.g., Kendall/David’s c’ statistic; Mazzuchi et al., 2008). The pre-exploration ensured the quality of our analyses and suitability of the proposed methods for the data at hand.

**Data collection procedures**

Data from 130 US-based English-speaking adults was collected via CloudResearch, with a compensation of $17.50 per hour. The participants previously had indicated on a previous survey that they “Struggle with depression” (Yes/No item).

First, participants completed a short demographic questionnaire recording sex, age, and their score on the centre for epidemiological studies depression questionnaire (CESD). Then, participants were given a list of 52 items taken from existing questionnaires. The items were chosen so as to maximise coverage across the range of depression-relevant symptoms identified by Fried & Nesse (2015). Symptoms were taken from the mood and feelings questionnaire (MFQ, 4 items) and the centre for epidemiological studies depression questionnaire (CESD, 17 items), the quick inventory of depressive symptomatology (QIDS, 3 items), the full inventory of depressive symptomatology (IDS, 10 items), the Zung self-rating depression scale (SDS, 8 items) and the Beck-Depression Inventory (4 items). 6 additional items were included to improve coverage of depression-related symptoms listed by Fried & Nesse (2015), but that were not covered in the questionnaires (e.g., weight gain, initial/middle insomnia, anxiety, phobia, gastro-intestinal symptoms). Five symptom domains from Fried & Nesse were excluded due being unsuitable for self-report (hypochondriasis, loss of insight), management/ethical risks in online collection (suicidal ideation, decreased libido) and overlap with other content domains (inability to feel, showing strong content-overlap with loss of interest).

They were asked to choose “Which of these problems have bothered you in the previous 6 months?”. Participants could select as many symptoms as they liked. In the following task, participants were shown their selected symptoms as well as 5 core symptoms, which thematically covered anhedonia or low mood (example: “Feeling depressed”). For each symptom participants endorsed, plus the 5 core symptoms regardless of endorsement, we collected Likert responses to the frequency of the symptom (“How often has this problem bothered you in the last 6 months?”, scored ‘0 - Never’,‘1 - Only once’,‘2 - Sometimes’,‘3 - Weekly’,‘4 - Every few days’,‘5 - Every day’), its severity (“When this problem bothers you, how severe is it?’, scored: ‘0 - No bother’,‘1 - Minimal’,‘2 - Mild’,‘3 - Moderate’,‘4 - High’,‘5 - Most severe’) and its impact on life (“How much does this problem impact your life overall?, scored: ‘0 - No impact’,‘1 - Minor annoyance’,‘2 - Mild’,‘3 - Troublesome’,‘4 - High impact’,‘5 - Prevents me from going about my life’).

Next, participants completed the main forced-choice task. Participants were shown one randomly chosen item from the pool of endorsed/core items on each side of the screen. Their prompt was: “If you could make one of these two problems go away, which would you pick?”. They indicated their choice via button press.

The number of comparisons each participant was shown was capped at 190. From previous unpublished forced-choice questionnaires, we anticipated a response time of 3s per item. This threshold was chosen to keep the length of the study within roughly 10 minutes. If a participant endorsed too many symptoms, a random selection of the possible comparisons was shown.

**Sample size**

Our data structure is a 3-level nested design, involving 130 participants, completing 2-waves of data collection, including a maximum of 190 forced-choice trials per wave per participant.

**Sample size rationale**

For most of our proposed analyses, no agreed-upon methods exist for computing statistical power. Given time constraints, we could not conduct extensive simulation-testing prior to data collection. Instead, our sample size was based on practical constraints. In particular, the two-wave design limited the number of participants for whom data could be collected within the available resources.

# Variables

**Measured variables (all wave 1 & wave 2)**

* Participants’ age and sex
* Depression-score on the CESD
* Selection of ‘most bothersome’ items on our depression questionnaire
* Likert-item responses on the severity, frequency and impact of the endorsed (+ core) symptoms
* Wins on the forced choice questionnaire (where a ‘win’ is allocated to an item if it is chosen over another item).
* Reaction time for selecting the winning item after the pair of items was presented.

**Indices**

**Forced choice rankings.** For each item from the forced-choice questionnaire, a ranking is constructed - at both the participant-and the sample-level. Participant-level rankings are assigned based on the number of times this item was chosen by a given participant. Sample-level rankings are derived from the number of wins this item has received in total, in the entire sample.

**Composite symptom impairment measure.** In order to limit co-linearity between the severity, frequency and impact ratings for each item, we plan to compute their sum as a measure of symptom-induced impairment. To determine whether this is needed, we will do the following: Pooling across items, we will conduct an exploratory factor analysis to determine the shared loadings of all three items on a shared underlying factor. If loadings are larger than 0.7 (standardised), we will use the sum score instead of using the items independently.

**Composite entropy measure**. See below and demonstration.qmd for details.

# Analysis Plan

**Statistical models** (required)

**H1.1. Internal consistency.** Our first goal is to examine the extent to which participants’ responses on the forced-choice questionnaire reflect true variance in their responses, rather than random variation. Since there is no universally agreed upon method for computing internal consistency in ‘ipsative’ forced choice data (e.g., Van Leeuwen & Mandabach, 2002; Dunlap & Greer, 1997), we will use a range of convergent measures - in particular, testing the null-hypothesis whether the pattern of wins each item has received is consistent with random responding, or reflects true underlying ‘preference’.

First, in line with recommendations by Van Leeuwn & Mandabach (2002), we will conduct an omnibus within-subjects F-test on the number of wins each item has received, using item-identity as a categorical predictor. Since not all items are seen by all participants, we restrict ourselves to the 5 ‘core items’ which are guaranteed to be present in all participants’ data. This tests the null-hypothesis that the pattern of wins in the data is consistent with random responding.

Second, we will use the c’ statistic proposed by Kendall (1962) and David (1963), and taken from Mazzuchi et al. (2008). This method assumes that an ideal responder with true preference would always choose consistently. Hence, the number of non-transitive item pairs (i.e., pairs where participants prefer A > B and B > C, but then choose C > A) provides a measure of inconsistency. The c’-statistic assesses whether the number of intransitive item triads observed in the data is statistically significant from the number of intransitive item triads that would be expected if the participant was responding at random. This test is run at the participant level, yielding a proportion of participants whose responding is significantly different from random. We will assume that a proportion of more than 70% of participants responding non-randomly according to this test indicates acceptable reliability. An illustration of how the c’-statistic can be used is provided in demonstration.qmd.

Third, we will use an information-theoretic approach (see e.g., Dimitrov et al., 2011). Entropy describes the average amount of ‘surprisal’ associated with the outcome of a random experiment. Surprisal would be low for a highly expected outcome (e.g., not winning in the lottery) whereas it is high for an unexpected outcome (e.g., winning the lottery). It is known that for discrete multi-outcome random variables such as the number of wins each item achieves, the uniform distribution maximises entropy. A uniform distribution of wins would also be observed if a participant is choosing perfectly at random. For this reason, entropy provides a quantifiable measure of how ‘random’ participants’ responding is, with lower values of entropy representing less randomness. Consequently, we will test the null hypothesis that the entropy of participants’ response profile is smaller than what would be expected under random responding. For each participant, we will compute the total entropy of the distribution of forced-choice wins. Then, we will run a simulation in which an agent repeatedly assigns wins to items at random. Based on 1000 randomly simulated samples, we will estimate the lower 5% quantile for entropy. The null hypothesis will be rejected if the entropy computed for the actual participant falls below this 5% quantile. This is equivalent to conducting a one-sided permutation test. This test is run at the participant level, yielding a proportion of participants, whose responding is significantly different from random. We will assume that a proportion of more than 70% of participants responding non-randomly according to this test indicates acceptable reliability (the expected false-positive rate would be 5%). This approach is illustrated in demonstration.qmd. We will also use the entropy-analysis to determine an entropy score for each participant, defined as one minus the proportion of theoretically attainable entropy that was actually observed. This score indicates ‘decisiveness’, such that higher scores show a participant who is more ‘decisive’.

We propose to use multiple convergent methods to assess reliability. To understand convergence between the two entropy-analysis and the c’-test, we will provide a 2x2 count table, indicating agreement in classification between both methods. Data quality in cases where disagreement occurred will be visually examined through scatterplots, and potential adjustments (e.g., exclusion of outliers) may be made. Then, we will recompute an overall reliability-proportion, defined as the percentage of participants for whom the c’-test *or* the entropy-analysis indicate significantly non-random responding. We would require that this metric satisfies the same criterion as the individual tests: that the proportion of ‘false responders’ does not exceed 70% of the sample.

**H1.2. Test-retest reliability.** Next, we will examine test-retest reliability. This will be achieved through two methods.

For core symptoms, we will compute the correlation between the number of wins assigned to this symptom in the first wave and the second wave. Pearson’s correlation will be used, unless visual examination of scatterplots suggests violation of assumptions. In this case, Spearman’s correlation will be employed. Standard correlation methods are normally not suitable for forced-choice data due to a sum constraint (the number of ‘wins’ cannot exceed the number of trials). However, in this case, only a subset of items (the core-items) is used. Hence, the total sum of wins distributed to the core items is no longer constrains the degrees of freedom and correlations can be used (Van Leeuwen & Mandabach, 2002). We will examine the average correlation across all items. We will judge a correlation point-estimate of at least 0.7 or greater as acceptable To account for uncertainty in the point estimate, we will furthermore test the null hypothesis that the test-retest reliability is significantly larger than 0.6 using confidence intervals.

To enable inference on the entire dataset, Aitchison’s distance (see van Eijnatten et al., 2015) will be computed between the preference-pattern from wave 1 and wave 2, individually for each participant. Aitchison’s distance quantifies the similarity between two sets of compositional data (i.e., data satisfying a sum-constraint), where 0 corresponds to identity. Thus, we aim to test the null-hypothesis that Aitchison’s distance between wave 1 and wave 2 is smaller (i.e., closer to identity) than would be expected at random. Consequently, a permutation distribution will be constructed by randomly permuting the wins assigned to wave 2 for 1000 iterations for each participant. The null-hypothesis will be rejected if, for that participant, Aitchison’s distance is smaller than the lower 5% quantile of the permuted distribution. This corresponds to a one-sided hypothesis test. Again, the analysis will be run individually for each participant, and we will assume that significant results for more than 70% of participants indicate acceptable reliability. A demonstration of this method is provided in demonstration.qmd

Here, we use complementary analyses with complementary weaknesses. For this reason, we will interpret each sub-analysis separately, and carefully investigate reasons for any discrepancies - keeping the strengths and weaknesses of the methods in mind.

**H2.1. Rank difference and reaction time.** Next, we will test whether participants respond faster on ‘easier’ trials (i.e., trials with a larger rank difference between items). For this purpose, participant-level ranks will be computed for each item and for each trial the absolute rank difference between the two items will be computed. Log-reaction time will be used to account for skew in reaction time. A two-level linear mixed effects will be used, using rank difference as independent variable, reaction time as dependent variable and participant as a grouping factor. First, a model without random effects will be estimated. Then, random intercepts, and finally random slopes, will be included. Model fit will be compared using log-likelihood tests and the Aikaike information criterion. The hypothesis will be evaluated by checking the significance of the rank\_difference term. Due to lower missingness, the analysis will be computed first on wave 1 and then replicated on wave 2.The maximal model would look as follows in R-style pseudocode:

Log\_rt ~ rank\_difference + (1 + rank\_difference | participant)

**H2.2. Rank and agreement with Likert items.** Due to the special structure of the data, multiple convergent analyses will be run to examine agreement with Likert items.

First, only core items will be analysed. Ignoring item-identity, a 2-level linear mixed effects model will be used to predict the number of wins an item has obtained (dependent variable) from the Likert-rating assigned to that item (independent variable). The model will first be fitted without random effects, then inclusion of random intercepts and random slopes will be tested using likelihood ratio tests and the AIC. The maximal model would be the following, where our hypothesis is evaluated using the significance of the Likert-agreement term.

1. n\_wins ~ likert\_agreement + (1 + likert\_agreement | participant)

However, the raw number of wins may be biased in some participants, since the number of times each item was presented to each participant (and hence the number of opportunities for that item to ‘win’) differed randomly across participants. For this reason, we plan to run an extended Bradley-Terry model (Bradley & Terry, 1952; Firth, 2006) including response to the Likert items as predictors. The Bradley-Terry Model will be coded using the BradleyTerry2 package for R (Turner & Firth, 2012). In the formalism used by Turner & Firth (2012), the logistic model predicting item ability will be represented as follows. Note that the last item will be left out as a reference item. Since the BradleyTerry2 package cannot deal with missingness in judge-level predictors, only core items are considered. This analysis will be conducted on the sum score of frequency, severity and impact. The hypothesis would be evaluated separately for each item using the corresponding interaction terms. Due to lower missingness, the analysis will be computed first on wave 1 and then replicated on wave 2.

1. ability = item + filter1[participant] \* item1[..] + filter2[participant] \* item2[..] + ….

To cover all non-core items as well, we will assess the association of participant-level rank difference between two items with the difference between the filter items assigned to this participant. The maximal model would look as follows, using the same methods of model comparison as above. Again, we would test the hypothesis by testing the significance of the likert\_difference parameter:

1. rank\_difference ~ likert\_difference + (1 + filter\_difference | participant)

Here, we use complementary analyses with complementary weaknesses. For this reason, we will interpret each sub-analysis separately, and investigate reasons for any discrepancies, keeping the strengths and weaknesses of the methods in mind.

**H3. Uniqueness of preference.** We want to examine the extent to which participants’ preference profiles were unique. This was achieved in two ways.

First, for the core symptoms, we randomly group participants into pairs. Then, Aitchison’s distance will be computed between the participant-level rankings of all symptoms shared between the two participants. Recall that an Aitchison distance of 0 is equivalent to identity. For this reason, testing whether Aitchison’s distance between two distributions is larger than 0 is equivalent to testing the null hypothesis that the two distributions are the same. We will collect the Aitchison distance for each of the couples. Next, an independent-samples t-test or non-parametric equivalent will be conducted to test whether the mean Aitchison distance between the pairs is larger than 0. Due to lower missingness in wave 1, the analysis will be computed first on wave 1 and then replicated on wave 2.

Second, for the full dataset, we will proceed by visual examination of bar-plots showing the number of wins individual participants have assigned across items. An amount of meaningful variation in preference pattern between participants, as judged by the authors, will be taken as evidence that participants’ preference profiles do differ. Upon publication, the corresponding plots will be offered to the reader for their own judgement. To avoid selection bias, the set of participants destined to be plotted in case of publication will be determined pseudo-randomly. Visual examination will take place separately in both waves.

**Inference criteria**

A significance threshold of alpha = 0.05 will be used. For the Bradley-Terry-Model, Bonferroni-correction for multiple testing will be applied, correcting for the number of parameters in the model whose significance tests are interpreted (the actual number of parameters estimated may be larger due to computational constraints of the BradleyTerry2 package). Model fit will be evaluated using log-likelihood ratio tests, AIC and BIC. In case of conflict, we will follow the conclusion that at least ⅔ of indices indicate. For the reliability analyses relying on simulation/permutation, the significance threshold will be the corresponding (one-sided) 5%-quantile of the permuted/simulated population distribution, for each participant without multiple-comparison correction. We will judge a rate of at least 70% of significant participants as meaningfully non-random at the sample level. We arrived at this threshold by looking at the pilot data, finding that 20/20 participants had significantly non-random responding on the c’ statistic, and 14/20 had significantly non-random responding on the entropy test in wave 1 (see further justification in demonstration.qmd). For analyses involving only a single timepoint, the analyses will be run first on wave 1 and then be replicated in wave 2. If there are discrepant conclusions, both models will be offered to readers, and potential reasons will be discussed.

**Data exclusion & Missing Data**

Where needed, we will exclude data on a trial-level. This includes missingness in the forced-choice response and unusually fast (< 300ms) and unusually slow (> 10s) responses to the forced-choice questionnaire. We do not plan to impute missing data. Incomplete datasets will be used where possible. Other types of exclusions may be employed where necessary. We endeavour to report reasons for all such exclusions in the final manuscript. Participants who only completed one wave will be included for all analyses except the test-retest reliability analysis.

To preserve statistical power, all further analyses will be initially run on the full sample, but we will conduct a sensitivity analysis, replicating our results after exclusion of participants who failed both the transitivity and entropy-tests for internal consistency in the wave in which the analysis is run. If there is no disagreement between both analyses on significance and directionality of the effects under examination, parameter estimates from the full model will be reported. Otherwise, we will report and interpret parameters from the model without ‘random responders.’ For the exploratory cluster analysis (see below), we plan to initially include the whole sample but validate in the reduced sample.

**Exploratory analyses**

**H4 Importance of frequency.** We expect that severity, frequency and impact of symptoms are differentially associated with participants’ preferences. However, we have no prior hypothesis about which of the three may be most important. To test this, we will run the linear mixed effects model specified under H2.2 separately using severity, frequency and impact as dependent variables. We will compare model fit using the AIC and BIC to determine if there is a meaningful difference in their effect on participants preference for change.

**H5 Clustering.** We predict that participants’ preference profiles may form clusters. We will use k-means clustering to group participants’ preferences (based on Likert-responses or raw item wins) into clusters. First, we will apply a version of multi-dimensional scaling to reduce the number of variables to a manageable level. We plan to extract 2 or 3 dimensions to maintain interpretability, but different solutions will be computed and compared using AIC and BIC. For k-means clustering, the number of clusters will be determined using the elbow method (visual examination of a scree-like plot, showing the drop in mean within-cluster variance as the number of clusters is increased), and validated using the silhouette method. If more than one cluster is found, we will then conduct a range of exploratory analyses. First, we will visually examine the preference profiles giving rise to the clusters and compute a Bradley-Terry-Model using cluster-membership as predictor. Next, we would like to test for association between demographic variables (age, sex, depression-severity) and derived variables (entropy score) and cluster-membership.

**H6 Decisiveness.** Based on the entropy-analysis reported above, we plan to compute an ‘entropy score’, computed as one minus the quotient of observed entropy in a participants’ preference profile and the maximal entropy that can be attained (i.e., uniformity). Conceptually, this gives a measure of ‘decisiveness’ - where higher scores indicate that participants had more pronounced preferences. We would like to explore whether participants with larger depression scores report lower entropy scores (i.e., are less decisive on the questionnaire).
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